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Abstract. We consider the discovery of future research collaborations as a link
prediction problem applied on scientific knowledge graphs. Our approach inte-
grates into a single knowledge graph both structured and unstructured textual data
through a novel representation of multiple scientific documents. The Neo4j graph
database is used for the representation of the proposed scientific knowledge graph.
For the implementation of our approach,we use the Python programming language
and the scikit-learn ML library. We benchmark our approach against classical link
prediction algorithms using accuracy, recall, and precision as our performance
metrics. Our initial experimentations demonstrate a significant improvement of
the accuracy of the future collaboration prediction task. The experimentations
reported in this paper use the new COVID-19 Open Research Dataset.

Keywords: Link prediction · Research knowledge graphs · Natural language
processing · Document representation · Future research collaborations

1 Introduction

In recent years, we havewitnessed an increase in the adoption of graph-based approaches
for predicting future research collaborations (Nathani et al. 2019; Vahdati et al. 2018).
In these approaches, a collaboration between two researchers is generally denoted by
a scientific article written by them (Ponomariov and Boardman 2016). Graph-based
approaches (particularly those concerning knowledge graphs) build on concepts and
methods from graph theory (e.g. node centrality, link prediction and node similarity
measures) to discover hidden knowledge from the structural characteristics of the cor-
responding research graph (Wang et al. 2017). However, despite their broad adoption,
existing graph-based approaches aiming to discover future research collaborations uti-
lize only the structural characteristics of a research graph (Veira et al. 2019). In cases
where unstructured textual data is available (e.g. graph nodes that correspond to scien-
tific articles), existing approaches are incapable of simultaneously exploiting both the
structural and the textual information of the graph.
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To remedy the above weakness, this paper proposes the construction and utilization
of a scientific knowledge graph where structured and unstructured data co-exist (e.g.
document, author and word nodes). Building on our previous work, we represent the
documents of a scientific graph as a graph-of -docs (Giarelis et al. 2020a; Giarelis et al.
2020b). This enables us to exploit both the structural and textual characteristics of a
research graph towards building a novel link prediction algorithm for discovering future
collaborations. The proposed approach uses the Neo4j graph database (https://neo4j.
com) for the representation of the knowledge graph. For the implementation of our
experiments, we use the Python programming language and the scikit-learn ML library
(https://scikit-learn.org).

To evaluate the outcome of this paper, we benchmark our approach against different
combinations of link prediction measures, which utilize only the structural information
of a research graph. Our performancemetrics include the accuracy, the precision, and the
recall for each of the Machine Learning (ML) models considered. For our experiments,
we use the COVID-19 Open Research Dataset (CORD-19). To examine whether our
approach is affected by the size of the dataset (e.g. overfits or underfits), we extract
and consider nine different well-balanced datasets. The experimental results show a
significant improvement of the accuracy of the link prediction problem.

The remainder of the paper is organized as follows. Section 2 introduces background
concepts and related work. Our approach is thoroughly presented in Sect. 3. Section 4
reports on the experiments carried out to evaluate the proposed approach. Limitations
of our approach, future work directions and concluding remarks are outlined in Sect. 5.

2 Background Issues

For the discovery of future research collaborations, the proposed approach exploits a
set of natural language processing (NLP), graph-based text representation, graph theory
and knowledge graph techniques.

2.1 Graph Measures and Indices

Diverse graph measures and indices to capture knowledge related to the structural char-
acteristics of a graph have been proposed in the literature (Vathy-Fogarassy and Abonyi
2013). Below, we mention a small subset of them, which is used in our approach.

The Common Neighbors measure, denoted by CN(a, b), calculates the number of
nodes that are common neighbors for a pair of nodes a and b (Li et al. 2018). It is defined
as:

CN (a, b) = |Γ (a) ∩ Γ (b)| (1)

where Γ (x) denotes the set of neighbors of a node x.
The Total Neighbors measure, denoted by TN(a, b), takes into consideration all

neighbors of a pair of nodes a and b (and not only the common ones as is the case in the
previous measure). It is defined as:

TN (a, b) = |Γ (a) ∪ Γ (b)| (2)

https://neo4j.com
https://scikit-learn.org
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The Preferential Attachment measure, denoted by PA(a, b), calculates the product
of the in-degree values of a pair of nodes a and b (Albert and Barabási 2001). This
measure assumes that two highly connected nodes are far more likely to be connected
in the future, in contrast to two loosely connected ones. This measure is defined as:

PA(a, b) = |Γ (a)| ∗ |Γ (b)| (3)

The Adamic Adar measure, denoted by AA(a, b), calculates the sum of the inverse
logarithm of the degree of the set of neighbors shared by a pair of nodes a and b (Adamic
and Adar 2003). This measure assumes that nodes of a low degree are more likely to be
influential in the future. It is defined as:

AA(a, b) =
∑

cεΓ (a)∩Γ (b)

(
1

log|c|
)

(4)

Finally, the Jaccard Coefficient index, denoted by J(a, b), resembles the CNmeasure
mentioned above; however, it differs slightly in that, for a pair of nodes a and b, it
considers the amount of the intersection of their neighbor nodes over the union of them
(Jaccard 1901). It is defined as:

J (a, b) = |Γ (a) ∩ Γ (b)|
|Γ (a) ∪ Γ (b)| (5)

2.2 Graph-Based Text Representations

The graph-of-words textual representation (Rousseau et al. 2013) represents each doc-
ument of a corpus as a single graph. In particular, each graph node corresponds to
a unique word of a document and each edge denotes the co-occurrence between two
words within a sliding window of text. Rousseau et al. (2015) suggest that a window
size of four seems to be the most appropriate value, in that it does not sacrifice either
the performance or the accuracy of the ML models. Compared to the bag-of-words rep-
resentation, it enables a more sophisticated feature engineering process due to the fact
that it takes into consideration the co-occurrence between the terms. In any case, the
limitations of the graph-of-words text representation are that: (i) it is unable to assess the
importance of a word for a whole set of documents; (ii) it does not allow for representing
multiple documents in a single graph, and (iii) it is not easily expandable to support more
complicated data architectures.

To remedy the shortcomings of the graph-of-words representation, Giarelis et al.
(2020b) have proposed the graph-of-docs representation, which depicts and elaborates
multiple textual documents as a single graph. This last representation: (i) enables the
investigation of the importance of a term into a whole corpus of documents, and (ii) it
allows multiple node types to co-exist in the same graph, thus being easily expandable
and adaptable to more complex data. In this paper, we utilize the graph-of-docs model
to represent the textual data of a knowledge graph.
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2.3 Related Work

As far as the discovery of future research collaborations using link prediction techniques
is concerned, works closest to ours are those of Liben-Nowell and Kleinberg (2007),
Sun et al. (2011), Guns and Rousseau (2014), Huang et al. (2008), and Yu et al. (2014).
Specifically, Liben-Nowell and Kleinberg (2007) rely only on network topology aspects
of a co-authors network, and the proximity of a pair of nodes to calculate the probability
of future research collaborations between them. Sun et al. (2011) propose the use of
structural properties to predict future research collaborations in heterogeneous biblio-
graphic networks,wheremultiple types of nodes (e.g. venues, topics, papers, authors) and
edges (e.g. publish, mention, write, cite, contain) co-exist. They exploit the relationships
between the papers to improve the accuracy of their link prediction algorithm.

Guns and Rousseau (2014) recommend potential research collaborations using link
prediction techniques and a random forest classifier. For each pair of nodes of a co-
authorship network, they calculate a variety of topology-basedmeasures such as Adamic
Adar and Common Neighbors, and they combine them with location-based character-
istics related to the authors. Hence, they propose future collaborations based on the
location of the authors and their position on the co-authorship network. Huang et al.
(2008) construct a co-authorship network for the Computer Science field that represents
research collaborations from 1980 to 2005. They rely on classical statistical techniques
and graph theory algorithms to describe the properties of the constructed co-authorship
network. The dataset used contains 451,305 papers from 283,174 authors.

Yu et al. (2014) utilize link prediction algorithms to discover future research collab-
orations in medical co-authorship networks. For a given author, they attempt to identify
potential collaborators that complement her as far as her skillset is concerned. They
calculate common topological and structural measures for each pair of author nodes,
including Adamic Adar, Common Neighbors and Preferential Attachment. ML models
are used for the identification of possible future collaborations.

For a broader link prediction perspective, we refer to (Fire et al. 2011), (Julian and Lu
2016) and (Panagopoulos et al. 2017); these works describe approaches concerning the
task of predicting possible relationship types between nodes (e.g. friendships in social
networks).

3 Our Approach

Our approach first constructs a scientific knowledge graph that contains both structured
and unstructured textual data. The integration of the unstructured textual data into the
knowledge graph is accomplished through a graph-based text representation, namely
graph-of-docs (see Sect. 2.2). Then, it employs graph measures and graph similarity
techniques to extract features associated to both structural and textual information con-
cerning the entities of a knowledge graph. Finally, it utilizes the produced features to
build an ML model, which discovers future research collaborations by mapping the
whole problem to a link prediction task. A detailed description of the abovementioned
steps appears in (Giarelis et al. 2020a; Giarelis et al. 2020b).
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3.1 The Scientific Knowledge Graph

Our knowledge graph allows diverse types of entities and relationships to co-exist in
a the same graph data schema, including entity nodes with types such as ‘Paper’,
‘Author’, ‘Laboratory’, ‘Location’, ‘Institution’ and ‘Word’, and
relationship edges with types such as ‘is_similar’, ‘cites’, ‘writes’,
‘includes’, ‘connects’, ‘co_authors’ and ‘affiliates_with’ (see
Fig. 1).

Fig. 1. The data schema of the scientific knowledge graph.

A ‘Paper’ entity represents a scientific paper or document. An ‘Author’ entity
represents an author of a scientific paper or document. The ‘Laboratory’ entity
represents the laboratory of an author. The ‘Location’ entity represents the location
of a laboratory. The ‘Institution’ entity represents the institution of an author.
Each ‘Word’ entity corresponds to a unique word of a scientific paper or document.

An‘includes’ relationship connects a‘Word’with a‘Paper’ entity. It marks
the presence of a specific word to a certain paper. A ‘connects’ relationship is
only applicable between two ‘Word’ entities and denotes their co-occurrence within
a predefined sliding window of text. The subgraph constructed by the ‘Word’ and
‘Paper’ entities, as well as the ‘includes’, ‘connects’ and ‘is_similar’
relationships, corresponds to the graph-of-docs representation of the textual data of the
available papers (see Fig. 2).

An ‘is_similar’ relationship links either a pair of ‘Paper’ or ‘Author’
nodes. In the former case, it denotes the graph similarity of the graph-of-docs repre-
sentation of each paper. In the latter, it denotes the graph similarity between the graph-
of-docs representations associated to the two authors. The subgraph that consists of the
‘Author’ entities and the ‘is_similar’ relationships corresponds to the authors
similarity subgraph.

A ‘cites’ relationship links two ‘Paper’ nodes. A ‘writes’ relationship
links an ‘Author’ with a ‘Paper’ entity. An ‘affiliates_with’ relationship
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Fig. 2. Representing textual data of papers using the graph-of-docs model (relationships between
papers are denoted with dotted lines). The graph-of-docs representation is associated to the
‘Paper’ and ‘Word’ entities, and the ‘includes’, ‘connects’ and ‘is_similar’
relationships of the scientific knowledge graph.

connects an ‘Author’ entity with a ‘Laboratory’, ‘Location’ or ‘Insti-
tution’ entity. A ‘co_authors’ relationship denotes a research collaboration
between the connected ‘Author’ entities. The subgraph constructed of the avail-
able ‘Author’ entities and the ‘co_authors’ relationships corresponds to the
co-authors’ subgraph.

The produced knowledge graph enables the utilization of well-studied graph algo-
rithms, which in turn assists in gaining insights about various tasks, such as finding
experts nearby based on the ‘Location’ entities, recommending similar research
work, and discovering future research collaborations; this paper focuses on the last of
these tasks.

3.2 Discovery of Future Research Collaborations Using a Link Prediction
Approach

For the discovery of future research collaborations, we employ various link prediction
and ML techniques. Particularly, we reduce the problem of predicting future research
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collaborations to the common binary classification problem. By using a binary classifier,
we are able to predict the presence or the absence of a ‘co_authors’ relationship
between two ‘Author’ entities, and thus build a link prediction algorithm for the
discovery of future research collaborations. Available binary classifiers include logistic
regression, k-nearest neighbors, linear support vectormachines, decision tree, and neural
networks (Aggarwal 2018).

4 Experiments

For the implementation and evaluation of our approach, we used the Python program-
ming language and the scikit-learnML library (https://scikit-learn.org). TheNeo4j graph
database (https://neo4j.com) has been utilized for the representation of the graph-of-docs
and the corresponding knowledge graph. The full code, datasets, and evaluation results
of our experiments are freely available at https://github.com/NC0DER/CORD19_Gra
phOfDocs.

4.1 CORD-19

The COVID-19 Open Research Dataset (CORD-19) (Wang et al. 2020) contains infor-
mation about 63,000 research articles, related to COVID-19, SARS-CoV-2 and other
similar coronaviruses. It is freely distributed from the Allen Institute for AI and Seman-
tic Scholar (https://www.semanticscholar.org/cord19). The articles in CORD-19 have
been collected from popular scientific repositories and publishing houses, including
Elsevier, bioRxiv, medRxiv, World Health Organization (WHO) and PubMed Central
(PMC). Each scientific article in CORD-19 has a list of specific attributes, namely ‘cita-
tions’, ‘publish time’, ‘title’, ‘abstract’ and ‘authors’, while the majority of the articles
(51,000) also includes a ‘full text’ attribute. Undoubtfully, the CORD-19 dataset is a
valuable source of knowledge as far as the COVID-19-related research is concerned;
however, the fact that the majority of the data included is unstructured text renders a
set of limitations in its processing. As advocated in the literature, the exploitation of
a graph-based text representation in combination with a knowledge graph seems to be
a promising step towards structuring this data (Veira et al. 2019; Wang et al. 2017;
Wang et al. 2016). For the construction of our scientific knowledge graph, we utilize the
‘abstract’, ‘authors’ and ‘publish time’ attributes of each scientific article. We do not
exploit the ‘full text’ attribute due to hardware limitations; however, we assume that the
abstract of a paper consists a representative piece of its full text.

4.2 Experimental Setup

Selection of measures and metrics. To construct the authors similarity subgraph and
to populate the edges of the ‘Author’.‘is_similar’ type, we use the Jaccard
similarity index, since it deals only with the percentage of common set of words versus
all words, ignoring their document frequency.

https://scikit-learn.org
https://neo4j.com
https://github.com/NC0DER/CORD19_GraphOfDocs
https://www.semanticscholar.org/cord19
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Construction of datasets for the link prediction problem. To test whether our app-
roach performs well and does not overfit, regardless of the sample size of the dataset,
we extract nine different datasets from the original one, corresponding to different vol-
umes of papers (ranging from 1,536 to 63,023). For the creation of a sample creation,
we utilize (i) the authors similarity subgraph, and (ii) the co-authors subgraph (i.e. the
subgraph generated from the ‘co_authors’ edges; it is noted that edges also store
the year of the first collaboration between authors, as a property). The features of a
sample encapsulate either structural or textual characteristics of the whole knowledge
graph (e.g. the similarity between the papers of two authors). Furthermore, each sample
describes the relationship between two ‘Author’ nodes of the knowledge graph.

The features of a sample are analytically described in Table 1. Each of the nine
datasets consists of a different number of randomly chosen samples. All datasets are
balanced, in that the number of positive and negative samples are equal (see Table 2).
To examine whether the features taken into account each time affect the efficiency of
the MLmodels, we execute a set of experiments with different combinations of selected
features (see Table 3). Finally, it is noted that the samples for the training subset are
selected froman earlier instance in timeof the co-authors subgraph,which is created from
‘co_authors’ edges first appeared within or before the year of 2013; respectively,
the samples of the testing subset include ‘co_authors’ edges created after 2013.
This separation in time ensures that we avoid any data leakage between the training and
testing subsets (Liben-Nowell and Kleinberg 2007).

Table 1. A detailed explanation of the features of a sample. Each feature is associated to either a
structural or a textual relationship between two given ‘Author’ nodes.

Feature Description Type

adamic_adar The sum of the inverse logarithm of the degree of the set
of common neighbor ‘Author’ nodes shared by a pair
of nodes

Structural

common_neighbors The number of neighbor ‘Author’ nodes that are
common for a pair of ‘Author’ nodes

Structural

preferential_
attachment

The product of the in-degree values of a pair of
‘Author’ nodes

Structural

total_neighbors The total number of neighbor ‘Author’ nodes of a
pair of ‘Author’ nodes

Structural

similarity The textual similarity of the graph-of-docs graphs of two
‘Author’ nodes. The Jaccard index is used to
calculate the similarity

Textual

label The existence or absence of a ‘co_authors’ edge
between two ‘Author’ nodes. A positive label (1)
denotes the existence, whereas the absence is denoted by
a negative label (0)

Class



On the Utilization of Structural and Textual Information 445

Table 2. Number of samples (|samples|), number of positive (|positive|) and negative (|negative|)
samples of the training and testing subsets of each dataset. A positive sample denotes the existence
of a ‘co_authors’ edge between two ‘Author’ nodes, while a negative sample denotes the
absence of such an edge.

Training subset Testing subset

|samples| |positive| |negative| |samples| |positive| |negative|

Dataset 1 668 334 334 840 420 420

Dataset 2 858 429 429 1566 783 783

Dataset 3 1726 863 863 2636 1318 1318

Dataset 4 3346 1673 1673 7798 3899 3899

Dataset 5 5042 2521 2521 12976 6488 6488

Dataset 6 5296 2648 2648 16276 8138 8138

Dataset 7 6210 3105 3105 25900 12950 12950

Dataset 8 8578 4289 4289 34586 17293 17293

Dataset 9 13034 6517 6517 49236 24618 24618

Table 3. Combinations of features aiming to test how different set of features affect the
performance of an ML model.

Combination name Features included

structural characteristics (STRS) adamic_adar, common_neighbors,
preferential_attachment,
total_neighbors

structural and textual characteristics (ALL) adamic_adar, common_neighbors,
preferential_attachment,
total_neighbors, similarity

adamic adar and authors similarity (AA-SIM) adamic_adar, similarity

adamic adar (AA) adamic_adar

4.3 Evaluation

To evaluate the effectiveness of our approach, we assess how the performance of vari-
ous binary classifiers is affected by the ‘similarity’ feature. The list of the binary
classifiers considered in this paper includes: logistic regression (LR), k-nearest neigh-
bors (50NN), linear support vector machines (LSVM), decision tree (DT) and neural
networks (NN). An extensive list of experiments using various classifiers along with
different hyperparameter configurations can be found on the GitHub repository of this
paper (https://github.com/NC0DER/CORD19_GraphOfDocs). Our performance met-
rics include the accuracy, precision and recall of the binary classifiers. The Friedman

https://github.com/NC0DER/CORD19_GraphOfDocs
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test and the post-hoc test of Nemenyi (alpha value 0.05) are also used to calculate the
significant importance between the evaluated approaches.

The obtained results indicate that the inclusion of the ‘similarity’ feature (i)
increases the average accuracy, precision and recall scores, and (ii) decreases the stan-
dard deviation of the aforementioned scores (Table 4). The decrement of the standard
deviation in the accuracy score indicates that our approach is reliable regardless of the
size of the given dataset. Furthermore, by comparing the average precision score to
the average recall score, we conclude that our approach predicts most of the future
collaborations correctly. The best average accuracy score is achieved by the LSVM
classifier, using the ‘adamic_adar’ and the ‘similarity’ features. Hence, the
combination of these two features seems to be the most appropriate one. On the con-
trary, features such as ‘common_neighbors’, ‘preferential_attachment’
and ‘total_neighbors’ add noise to the overall link prediction process.

Our approach differs from existing ones in that it considers both the textual sim-
ilarity between the abstracts of the papers for each pair of authors and the structural
characteristics of the associated ‘Author’ nodes, aiming to predict a future collabo-
ration between them. The utilization of the textual information in combination with the
structural information of a scientific knowledge graph results in better and more reliable
ML models, which are less prone to overfitting. Contrary to existing algorithms for the
discovery of future research collaborations, our approach exploits structural character-
istics and does not ignore the importance of the information related to the unstructured
text of papers written by authors. Finally, existing approaches that concentrate only on
the exploitation of unstructured textual data rely heavily on NLP techniques and textual
representations, which in turn necessitate the generation of sparse feature spaces; hence,
in such approaches, the effects of the ‘curse-of-dimensionality’ phenomenon re-emerge.

5 Conclusions

This paper considers the problem of discovering future research collaborations as a
link prediction problem applied on scientific knowledge graphs. The proposed app-
roach integrates into a single knowledge graph both structured and unstructured textual
data using the graph-of-docs text representation. For the required experimentations, we
generated nine different datasets using the CORD-19 dataset. For evaluation purposes,
we benchmarked our approach against several link prediction settings, which use vari-
ous combinations of a set of available features. The evaluation results demonstrated (i)
an improvement of the average accuracy, precision and recall of the future collabora-
tions prediction task, and (ii) a mitigation of the effects of the ‘curse-of-dimensionality’
phenomenon.

In any case, our approach has a performance issue, since the time required to build
the scientific knowledge graph increases exponentially with the number of graph nodes.
Aiming to address the above limitation, while also enhancing the performance and
advancing the applicability of our approach, our future work directions include: (i) the
utilization of in-memory graph databases in combination with Neo4j; (ii) the experimen-
tation with word, node and graph embeddings (Mikolov et al. 2013; Nikolentzos et al.
2017; Hamilton et al. 2017); (iii) the integration of other scientific research graphs such
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as OpenAIRE (Manghi et al. 2019) and Microsoft Academic Graph (Arnab et al. 2015),
and (iv) the integration and meaningful exploitation of our approach into collaborative
research environments (Kanterakis et al. 2019).
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