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Abstract This paper introduces a novel approach to represent multiple documents
as a single graph, namely, the graph-of-docs model, together with an associated novel
algorithm for text categorization. The proposed approach enables the investigation of
the importance of a term into a whole corpus of documents and supports the inclusion
of relationship edges between documents, thus enabling the calculation of important
metrics as far as documents are concerned. Compared to well-tried existing solutions,
our initial experimentations demonstrate a significant improvement of the accuracy
of the text categorization process. For the experimentations reported in this paper, we
used a well-known dataset containing about 19,000 documents organized in various
subjects.

1 Introduction

In recent years, we have witnessed an increase in the adoption of graph-based
approaches for the representation of textual documents [3, 26]. Generally speaking,
graph-based text representations exploit properties inherited from graph theory (e.g.,
node centrality and subgraph frequency) to overcome the limitations of the classical
bag-of -words representation [1]. Specifically, graph-based models (contrary to the
bag-of-words ones) are able to (i) capture structural and semantic information of a
text, (ii) mitigate the effects of the “curse-of-dimensionality”” phenomenon, (iii) iden-
tify the most important terms of a text, and (iv) seamlessly incorporate information
coming from external knowledge sources.
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However, in cases where a corpus of documents needs to be considered and
analyzed, existing graph-based approaches represent each document of the corpus
as a single graph. In such cases, the main weaknesses of these approaches are that
(1) they are incapable of assessing the importance of a word for the whole set of
documents and (ii) they do not allow for representing similarities between these
documents.

To remedy the above weaknesses, this paper expands the graph-based text repre-
sentation model proposed by Rousseau et al. [21, 22], i.e., the graph-of -words model,
and introduces a novel approach to represent multiple documents as a single graph,
namely, the graph-of-docs model, as well as an associated novel algorithm for text
categorization. Contrary to existing approaches, the one introduced in this paper
(i) enables the investigation of the importance of a term into a whole corpus of
documents, (ii) masks the overall complexity by reducing each graph of words to
a “document” node, and (iii) supports the inclusion of relationship edges between
documents, thus enabling the calculation of important metrics as far as documents
are concerned. The proposed approach uses the Neo4;j graph database (https://neo4;.
com) for the representation of the graph-of-docs model. For the implementation
of our experiments, we use the Python programming language and the scikit-learn
ML library (https://scikit-learn.org). Compared to well-tried existing solutions, our
initial experimental results show a significant improvement of the accuracy of the
text categorization process.

The remainder of the paper is organized as follows. Section 2 describes the graph-
of-words representation and its application to classical NLP tasks. Our approach, i.e.,
graph of docs, is analytically presented in Sect. 3. Section 4 reports on the experiments
carried out to evaluate the proposed approach. Finally, limitations of our approach,
future work directions, and concluding remarks are outlined in Sect. 5.

2 Background Work

2.1 Graph of Words

The graph-of-words textual representation is similar to the bag-of-words represen-
tation that is widely used in the NLP field. It enables a more sophisticated keyword
extraction and feature engineering process. In a graph of words, each node represents
a unique term (i.e., word) of a document and each edge represents the co-occurrence
between two terms within a sliding window of text. Nikolentzos et al. [16] propose
the utilization of a small sliding window size, due to the fact that the larger ones
produce heavily interconnected graphs where the valuable information is cluttered
with noise; Rousseau et al. [21] suggest that a window size of four is generally consid-
ered to be the appropriate value, since it does not sacrifice either the performance or
the accuracy of their approach.
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2.2 Graph-Based Keyword Extraction

A set of existing approaches performing classical NLP tasks builds on the graph-of-
words textual representation. Ohsawa et al. [18] were the first that use the graph-
of-words representation in the keyword extraction and text summarization tasks.
Their approach segments a graph of words into clusters aiming to identify frequent
co-occurred terms. Adopting a similar research direction, the TextRank model imple-
ments a graph-based ranking measure to find the most prestigious nodes of a graph
(i.e., the nodes with the highest indegree value) and utilizes them to the tasks of
keyword and sentence extraction [12].

The utilization of node centrality measures to the keyword and key-phrase extrac-
tion tasks can also be found in the literature [4]; these measures include the “degree”
centrality, the “closeness” centrality, the “betweenness” centrality, and the “eigenvec-
tor” centrality. Bougouin et al. [5] propose a novel graph-based unsupervised topic
extraction method, namely, TopicRank. TopicRank clusters key phrases into topics
and identifies the most representative ones using a graph-based ranking measure
(e.g., TextRank). Finally, Tixier et al. [27] focus on the task of unsupervised single-
document keyword extraction, arguing that the most important keywords correspond
to the nodes of the k-core subgraph [24].

2.3 Graph-Based Text Categorization

As far as graph-based text categorization is concerned, several interesting approaches
have been already proposed in the literature. Depending on their methodology, we
can classify them into two basic categories: (i) approaches that employ frequent
subgraph mining techniques for feature extraction and (ii) approaches that rely on
graph kernels. Popular frequent subgraph mining techniques include gSpan [29],
Gaston [15], and gBoost [23]. Rousseau et al. [21] propose various combinations and
configurations of these techniques, ranging from unsupervised feature mining using
gSpan to unsupervised feature selection exploiting the k-core subgraph. In particular,
aiming to increase performance, they rely on the concept of k-core subgraph to
reduce the graph representation to its densest part. The experimental results show a
significant increment of the accuracy compared to common classification approaches.

Graph kernel algorithms contribute significantly to recent approaches for graph-
based text categorization [17]. A graph kernel is a measure that calculates the simi-
larity between two graphs. For instance, a document similarity algorithm based on
shortest path graph kernels has been proposed in [17]; this algorithm can be used as a
distance metric for common ML classifiers such as SVM and k-NN. The experimental
results show that classifiers that are based on graph kernel algorithms outperform
several classical approaches. It is noted that the GraKeL Python library collects and
unifies widely used graph kernel libraries into a single framework [25], providing an
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easily understandable interface (similar to that of scikit-learn) that enables the user
to develop new graph kernels.

2.4 Graph Databases

Compared to conventional relational databases, graph databases provide a more
convenient and efficient way to natively represent and store highly interlinked data.
In addition, they allow the retrieval of multiple relationships and entities with a single
operation, avoiding the utilization of rigid joint operations which are heavily used in
relational databases [13]. An in-depth review of graph databases appears in [20]. Our
approach builds on top of the Neo4j graph database (https://neo4j.com), a broadly
adopted graph database system that uses the highly expressive Cypher Graph Query
Language to query and manage data.

3 Our Approach: Graph of Docs

In this paper, we expand the “graph-of-words” model proposed by Rousseau et al.
[22] to introduce a “graph-of-docs” model. Contrary to the former model, where
a graph corresponds to a single document, the proposed model represents multiple
documents in a single graph. Our approach allows diverse types of nodes and edges to
co-exist in a graph, ranging from types of nodes such as “document” and “word”
to types of edges such as “is_similar,” “connects,” and “includes” (see
Fig. 1). This enables us to investigate the importance of a term not only within a single
document but also within a whole corpus of documents. Furthermore, the proposed
graph-of-docs representation adds an abstraction layer by assigning each graph of
words to a document node. Finally, it supports relationship edges between docu-
ments, thus enabling the calculation of important metrics as far as the documents are

score: (float) [0.0, 1.0] co-occurrence: (int) [0, FINT_MAX]
is similar connects
includes
Document > Word

Fig.1 The schema of the graph-of-docs representation model
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concerned (e.g., identifying cliques or neighborhoods of similar documents, identi-
fying important documents, generating communities of documents without any prior
knowledge, etc.).

The graph-of-docs representation produces a directed dense graph that contains all
the connections between the documents and the words of a corpus (see Fig. 2). Each
unique word node is connected to all the document nodes where it belongs to using
edges of the “includes” type; edges of “connects” type are only applicable
between two word nodes and denote their co-occurrence within a specific sliding
text window; finally, edges of the “is_similar” type link a pair of document
nodes and indicate their contextual similarity.

The above transformation of a set of documents into a graph assists in the reduction
of diverse NLP problems to problems that have been well studied through graph
theory techniques [21]. Such techniques explore important characteristics of a graph,
such as node centrality and frequent subgraphs, which in turn are applied to identify
meaningful keywords and find similar documents.

We argue that the accuracy of common NLP and text mining tasks can be improved
by adopting the proposed graph-of-docs representation. Below, we describe how three

Documents

Q
O
o
O @
Q O
o) s Q

=--{ Documenty

Fig.2 The graph-of-docs representation model (relationships between documents are denoted with
dotted lines)
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key NLP tasks (namely, “Keyword Extraction,” “Document Similarity,” and “Text
Categorization”) can be carried out using our approach.

3.1 Keyword Extraction

To extract the most representative keywords from each document, we apply centrality
measures (an in-depth review of them appears in [10]). In general, these measures
identify the most influential nodes of a graph, i.e., those that usually have an indegree
score higher than a predefined threshold. The main idea is that the words that corre-
spond to the top-N ranked nodes can be considered as semantically more important
than others in a specific document. Recent algorithms to calculate the centrality of a
graph include PageRank, ArticleRank, Betweenness Centrality, Closeness Centrality,
Degree Centrality, and Harmonic Centrality. While also utilizing the above algo-
rithms to calculate centrality measures, our approach differs from the existing ones
in that it considers the whole corpus of documents instead of each document sepa-
rately; hence, we are able to detect a holistic perspective of the importance of each
term.

3.2 Document Similarity Subgraph

Typically, graph of words derived from similar documents share common word nodes
as well as similar structural characteristics. This enables us to calculate the similarity
between two documents either by using typical data mining similarity measures (e.g.,
the Jaccard or the cosine similarity), or by employing frequent subgraph mining
techniques (see Sect. 2.3). In our approach, we produce a similarity subgraph, which
consists of document nodes and edges of “is_similar” type (we aim to extend
the set of supported edge types in the future). It is clear that the creation of such
a subgraph is not feasible in approaches that represent each document as a single
graph.

3.3 Text Categorization

By exploiting the aforementioned document similarity subgraph, we detect commu-
nities of contextually similar documents using the “score” property of the
“is_similar” type edges as a distance value. A plethora of community detection
algorithms can be found in the literature, including Louvain [11], Label Propagation
[19], and Weakly Connected Components [14]; an in-depth review of them can be
found in [6, 30].
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Since the documents that belong to the same graph community are similar, as
far as their context is concerned, we assume that it is more likely to also share the
same class when it comes to performing a text categorization task. Therefore, we
can easily decide the class of a document either by using the most frequent class in
its community of documents or by running a nearest neighbor algorithm (such as the
k-nearest neighbors) using as input the documents of its community.

4 Experiments

4.1 Dataset

We have tested the proposed model by utilizing an already preprocessed version
of the well-known 20 Newsgroups dataset, and specifically the version containing
18,828 documents organized in various subjects (this dataset can be retrieved from
http://qwone.com/~jason/20Newsgroups/20news-18828.tar.gz). This version does
not contain unnecessary headers or duplicate texts that would require additional work
as far as data cleansing is concerned. It is noted that this dataset is a collection of
approximately 20,000 newsgroup documents, partitioned (nearly) evenly across 20
different newsgroups. It has become a popular dataset for experiments in text appli-
cations of ML techniques, such as text classification and text clustering. We claim
that this dataset fits well to the purposes of our experimentations (i.e., multi-class
classification), given the large volume of different documents on the same subjects.

4.2 Implementation

The Neo4j graph database has been utilized for the representation of the proposed
graph-of-docs model. Furthermore, we used the Python programming language and
the scikit-learn ML library for the implementation of our experiments. The full code
and documentation of our approach is freely available at https://github.com/NCO
DER/GraphOfDocs.

Our approach consists of four major steps that are described in the sequel. Firstly,
we execute a preprocessing function that (i) removes stopwords and punctuation
marks from the texts and (ii) produces a list of terms for each document. Secondly,
we execute a function that creates a graph of words by using the aforementioned
terms. More specifically, this function creates unique word nodes from the list of
terms and then links them (if needed), while also calculating the co-occurrence score.
In this step, the graph of docs is being created through the progressive synthesis of
the graphs of words produced for each document. It is noted that by loading the
20 Newsgroups dataset, we generated a graph of docs with 174,347 unique nodes
and 4,934,175 unique edges. Thirdly, we execute the PageRank algorithm aiming to
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identify the most important word nodes in the entire graph. Finally, we implement
a function that calculates the Jaccard similarity measure for all document nodes;
this function builds the document similarity subgraph and forms communities of
similar documents using the Louvain algorithm. Our implementation is sketched in
the following pseudocode:

function graph_of_docs () :
database = connect_to_the_databasel()
dataset[] = read_dataset()
for document_label, document in dataset:
document = clean_data (document)
terms[] = generate_terms (document)
create_graph_of_words (terms, document_label, database)
run_word_centrality_measure_algorithm('Pagerank’, database)
create_document_similarity_subgraph(‘'Jaccard’, database)
form_communities_of_similar_documents (‘'Louvain’, database)
conduct_classification_experiments ()
disconnect_from_the_database()

4.3 Evaluation

Aiming to evaluate the performance of our approach, we benchmark the accuracy
score of the text classifier described in Sect. 3.3 against those of common domain-
agnostic classifiers that use the bag-of-words model for their text representation
(see Table 1). Considering the accuracy of each text classifier, we conclude that the
proposed graph-of-docs representation significantly increases the accuracy of text
classifiers (accuracy: 97.5%).

;;::b;:iztirgczggaﬁ:?;f(is?; Text classifier Accuracy (%)
text classifiers 5-NN 54.8

2-NN 61.0

1-NN 76.0

Naive Bayes 93.7

Logistic regression 93.9

Neural network (100 x 50) 95.5

Neural network (1000 x 500) 95.9

Graph-of-docs classifier 97.5
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5 Conclusions

In this paper, we introduced a novel approach for representing multiple textual
documents in a single graph, namely, “graph of docs.” To test our approach, we
benchmarked the proposed “graph-of-docs’-based classifier against classical text
classifiers that use the “bag-of-words” model for text representation. The evaluation
outcome was very promising; an accuracy score of 97.5% was achieved, while the
second best result was 95.9%. However, our approach has a set of limitations, in
that (i) it does not perform equally well with outlier documents (i.e., documents that
are not similar to any other document) and (ii) it has performance issues since the
generation of a graph of documents requires significant time in a disk-based graph
database such as Neo4j [28].

Aiming to address the above limitations as well as to integrate our approach
into existing works on knowledge management systems, future work directions
include: (i) the experimentation with alternative centrality measures, as well as
diverse community detection and graph partitioning algorithms [2]; (ii) the utilization
and assessment of an in-memory graph database in combination with Neo4;; (iii) the
enrichment of the existing textual corpus through the exploitation of external domain-
agnostic knowledge graphs (e.g., DBPedia and Wikipedia knowledge); and (iv) the
integration of our approach into collaborative environments where the underlying
knowledge is structured through semantically rich discourse graphs (e.g., integration
with the approaches described in [7-9]).
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